THE OXIDATION OF NiAl: What Can We Learn from Ab Initio Calculations?
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Abstract We review here the theory of the early stages of oxidation of the (110) surface of Ni1−xAlx, based on ab initio calculations using a plane-wave pseudopotential method. The clean surface and several oxidized surfaces have been investigated, with oxygen coverages up to 2 ML of oxygen (1 ML = 3 O atoms per 2 surface Al atoms). The theory to date is a description in terms of equilibrium thermodynamics, with a comparison of the free energies of several surfaces of different composition, implemented at the atomic scale. Three environmental parameters are singled out as control variables in this treatment, namely the alloy composition x (assumed to be near 0.5), the temperature T and the partial pressure of oxygen pO2. With certain reasonable approximations an analytic formula for the surface energy σ is derived in terms of these variables and some constants that are calculated ab initio together with others that are derived from experimental thermodynamic tables. At oxygen pressures just above the threshold for bulk oxidation of NiAl, the calculations explain the observed formation of a thin film of alumina in place of NiAl surface layers, with the consequent dissolution of Ni into the bulk. Ab initio calculations illustrate how the energetics of supplying Al to the surface depends on bulk stoichiometry, which alters the relative stability of different surface oxidation states so as to favour oxidation more if the alloy is Al-rich than if it is Ni-rich.

INTRODUCTION

We now recognize that the oxidation of materials, once considered a problem similar to other kinds of corrosion, can sometimes be a process of enormous value. Silicon dioxide films for example are still at the heart of the electronics industry and will be for many years to come because they are the simplest useful gate oxides. One might well ask where that industry would be if silicon oxidized in the uncontrollable manner of iron. At the another extreme, aluminum oxide films occur spontaneously, not only on aluminum itself, but on many useful
aluminum-containing alloys, including NiAl. These films are protective because they are relatively stable and continuous, and hence they are desirable, for example on turbine blades in power generation, or other components subject to high temperature corrosive environments (1). Their morphology and rate of growth are still rather poorly understood from a fundamental point of view. Such films can also play a quite different role, by acting as substrates for deposited films of other, catalytic materials (2). In this review we focus on NiAl as a well studied example.

Our purpose here is to illustrate how ab initio calculations can be used effectively to predict the relative stability of various oxidized surface structures as a function of externally imposed thermodynamic parameters (referred to here as environmental parameters), such as temperature, oxygen partial pressure, and chemical composition of the substrate. This latter aspect, in particular, adds considerable richness to the problem. Unlike elemental systems, our chosen substrate, being a two-component compound, has the freedom to vary the chemical composition of the surface layer (and more generally the surface region) as the oxidation proceeds: The compound will do so if it can lower its free energy (i.e., its surface excess free energy). This can lead to enrichment of the surface region with one of the components, thus exhibiting selective oxidation. This enrichment, in turn, requires the mass transport of material to and from the bulk. Therefore, the oxidation process at the surface becomes intimately related to bulk thermodynamics and kinetics in a manner whose description goes well beyond the standard treatment of oxidation processes of elemental systems. In particular, we show that the bulk point-defect behavior of NiAl is an essential physical ingredient. Furthermore, we show that the extension of the ab initio thermodynamic formalism, combined with the theory of point defects in NiAl, is a framework in which this selective oxidation process can be studied.

Considering oxidation at an atomistic level, one would hope to address at least three questions: \(a\) How would the oxidation proceed? \(b\) What is the rate of oxidation? \(c\) What is the final structure at which the system arrives? It is generally assumed that there is an initial, transient phase during which the first layer or layers of oxide are created, merging into a steady-state phase during which bulk diffusion events and interface reactions can be distinguished, one of which may be rate-determining. In steady state, the presence of grain boundaries in the oxide film and interface roughness, as well as the development and relief of stresses in the oxide film are complications that would make a fully atomistic simulation out of reach of current techniques, and thus continuum mechanics and diffusion theory would be the tools of choice. By studying the early stages of oxidation, however, or investigating particular events at any stage, ab initio calculations can now contribute to our understanding.

To answer the first question, an extreme and naive approach would be to try to monitor the evolution of the System, for example, by running a molecular dynamics (MD) simulation. Some accelerated way to do this (3) would be necessary, otherwise it would take unacceptably long for a single vacancy simply to jump into a neighboring site. Nevertheless, such an approach would be a formidable
challenge to present computational resources, unless one used such a drastically simplified model of interatomic interactions that the computed outcomes would be of questionable value. This is not to say that the MD technique is of no value for any oxidation studies at present; on the contrary, in specific cases it might lead to results that would be hard to achieve in any other way. An impressive example is the study of the oxidation of Al(111) (4), which demonstrated that the energy released during the adsorption and dissociation of an O₂ molecule is sufficient to initiate the local precursor of an oxide phase, at an oxygen coverage as low as 0.5 ML.

An alternative approach, which is the method of choice in most oxidation studies, is to identify a number of consecutive atomic structures through which the system proceeds during the oxidation process. This approach relies on our intuition and even luck in selecting structures worth considering, so it is very much modeling rather than simulation, but it offers a much better ratio of insight to computation than does brute force MD. Given that the number of possible structures grows exponentially with the number of atoms in the model, the final result can be no more than a best-educated guess, no matter how accurate the calculations. The studies of oxidation based on first-principles calculations, which have started to appear in recent years, have therefore concentrated on low-index surfaces of single-component crystals. The systems considered are either late transition and noble metals (5–15), where the formation enthalpy of the oxides is relatively low, or metals that form highly stable oxides such as Mg (16, 17) and Al (18, 19). In the former, the oxidation typically proceeds through a number of ordered structures of the adsorbed oxygen (14, 20) and eventually begins introducing oxygen subsurface (15). Soon after that the surface oxide starts to resemble a stack of ordered oxygen-metal layers, which continues to thicken as more oxygen atoms arrive, subject to kinetic restrictions. On Mg(0001), on the other hand, oxygen atoms go straight under the surface layer (16). Oxygens tend to group together forming oxide islands (17), which grow laterally until the whole surface is covered. Oxidation of Al(111) is a little more complicated. The introduction of subsurface oxygens becomes energetically favorable only after 1 ML of oxygen atoms has settled on the surface. However, the same tendency of oxygen atoms to cluster together promotes oxide nucleation long before an average oxygen coverage of 1 ML is reached (18, 19). The oxide islands then continue to grow laterally, as on Mg(0001). In order to identify the system’s oxidation path and the rate of oxidation (the second question), one needs not only to find out the sequence of surface structures through which the oxidizing system might pass, but also to calculate the energetic barriers separating these structures from each other. The search for saddle points on the energy surface is a time-consuming task, and to our knowledge has not been accomplished for the oxidation process for any metals. Fortunately, the elucidation of the exact sequence of atomic jumps occurring at and near the particular oxidizing surface is not really the only answer in which one is interested. It is also useful to understand the energy differences that drive the system through a particular path.

Recent groundbreaking work on calculating energy barriers for the oxidation of Si (21) illustrates the current state of the art in ab initio simulation. This study
also shows the difficulties that still must be overcome even for single-component substrates. The authors created an ensemble of amorphous oxide structures on Si using classical interatomic potentials, and they relaxed these structures with an ab initio (density functional) code. They then studied in detail how a single oxygen molecule arriving at the interface would dissociate, breaking open the Si lattice and bonding to the Si. This was achieved by dragging the molecule to the interface, relaxing all the atomic positions to their minimum energy configuration at each stage on the journey. Note that a fully dynamic simulation of the inward diffusion of the molecule would have been too time consuming. Despite its size limitations, this model was clearly able to provide new insights, notably that oxygen dissociation and incorporation presents no significant energy barrier and is spontaneous when the molecule has arrived at the interface. Such a procedure for a multicomponent substrate, even for NiAl, would be considerably more difficult, because oxygen not only must diffuse to the interface, aluminum must be there to meet it, so a sequence of processes, or cooperative processes, must be identified. However, that is not to say it would be impossible, and this process represents another general strategy for future consideration.

The answer to the third question is again a matter of kinetics. Unless the temperature is very high or the partial pressure of oxygen is very low, thermodynamic equilibrium is not attained until the entire metal has become an oxide or a combination of oxides. This can be easily appreciated by comparing the heat of formation of NiAl, \( H_f^{\text{(NiAl)}} = -61.8 \text{ kJ/mol} \) \(^{(22)}\) with those of the respective oxides, \( H_f^{\text{(NiO)}} = -489.5 \text{ kJ/mol} \), and \( H_f^{\text{(Al}_2\text{O}_3)} = -1675.7 \text{ kJ/mol} \) \(^{(23)}\). For some noble and late transition metals, a thin oxide film may appear to be of lower energy than the equivalent amount of bulk oxide \((6, 10, 13)\); however, the metal is still unstable against further oxidation. In practical terms this means that for any model of an oxidized surface constructed in the laboratory, another structure with lower free energy always exists, which could be created by adding more oxygen atoms. However, the timescale for further oxidation may be much longer than the timescale for attaining and equilibrating the oxide layer at its current thickness. Hence, any particular structure is at best metastable, but this is the normal situation in thermodynamics; one can make satisfactory predictions by excluding any states that are inaccessible on the timescales of interest. With this in mind, the general strategy we and others \((10–14)\) have followed for predicting equilibrium configurations and free energies can be stated as follows: One calculates the interfacial excess Gibbs free energy for each structure of a finite set, which must be locally stable; that is, all the atomic coordinates are relaxed to equilibrium, although globally the system is only metastable. This set contains a manageable number of trial stoichiometries and atomic configurations, of order perhaps 10–100. It cannot be exhaustive but it should be representative. The best prediction of the structure will be the one in this set having the lowest excess Gibbs free energy. A key role in this analysis is played by the chemical potentials of the components, upon which the excess Gibbs free energies depend. Chemical potential is inherently a nonlocal property; that is, the chemical potential of a species of atom does not depend on
any atom’s immediate environment but on the system as a whole. The chemical potentials are computed separately from bulk calculations, and therefore they enter the expression for the excess Gibbs energy of a surface film a posteriori, after the detailed and time-consuming atomistic simulations of the surface have been made. This greatly extends the analysis because approximate calculations of excess Gibbs free energy versus temperature and versus chemical potential of the components can be made easily to reveal the limits of stability of a particular structure.

In the case of NiAl(110), the initial oxidation results in a continuous thin aluminum oxide film. According to the suggested structural model of the film (24, 25), it consists of two O–Al bilayers with every 3 oxygen atoms in each bilayer roughly corresponding to 2 aluminum atoms in a layer of the substrate. Hence, to model the initial oxidation of a NiAl(110) surface it suffices to consider the oxygen coverage up to 2 ML (1 ML = 3 O atoms per every 2 surface Al atoms). The following sections describe how the excess Gibbs free energy of the surface in its early stages of oxidation has been calculated as a function of the temperature, the stoichiometry of the metal, and the $p_{O_2}$. We hope to make clear how the same approach can be applied to other systems and how it can be improved and extended to make use of faster computers.

**THEORY**

In the following sections we outline the theory of the excess Gibbs free energy (for short: the surface energy) $\sigma$ of a planar surface of arbitrary thickness at the atomistic level and explain how $\sigma$ can be calculated by making use of ab initio total energy results for internal energies at 0 K. Surface energies of oxidized surfaces are very sensitive to temperature, and to the chemical potentials of the components including oxygen itself, which is why the ab initio internal energies are just one part of the story. Vibrational contributions are usually neglected in surface energy calculations, as they have been in studies of oxidation to date. On the other hand more important variations with temperature occur owing to the temperature dependence of the chemical potentials of the components, and these can be included analytically. The chemical potential of each component can be expressed in terms of its partial pressure (most appropriate for oxygen, or other naturally gaseous species) or solid concentration (most appropriate for alloy components or impurities). The latter step requires proper acknowledgment of the fact that the zero of chemical potential in atomistic models of the energy is different to the zero employed in chemistry.

The advantages of the approach just summarized have been widely appreciated. It has been referred to as ab initio thermodynamics (26–28) or first-principles atomistic thermodynamics (29), and it is currently used by a number of independent research groups. For example, the oxidation of the Ag, Rh, Pt, and Pd surfaces has recently been investigated using the above technique (10–14). It has now been applied for studying the equilibrium structure of several oxide surfaces: Cr$_2$O$_3$(0001)
(30), Fe₂O₃(0001) (28), V₂O₅(0001) (31), ZnO(0001) (32), RuO₂(110) (33), and various surfaces of PdO (29) and α-Al₂O₃ (34–38).

Below we outline the approach in terms of surface excesses of the components (39), which makes the effect of non-stoichiometry at the surface explicit. Throughout we refer to NiAl as an illustration. For more detailed descriptions in other contexts the reader is referred to these references (5–19, 26–38, 40, 41). The formulae are readily applied to other systems.

**Thermodynamics at the Atomic Scale**

Our formulation of the surface energy is based on that of Cahn’s (39) for homogeneous substances, which was generalized previously to multi-component crystals (42). The system we consider is always an infinite slab some tens of atomic planes in thickness, which is the kind of atomistic system that is simulated in most calculations. Three-dimensional periodic boundary conditions are applied to a piece of the slab, with a vacuum separating it typically by one nanometer from its periodically repeated parallel images. The basic repeat unit is called a supercell. How can we justify modeling the vapor phase as a vacuum? The point here is that the vacuum within the supercell does actually represent a vapor phase; however, the density of atoms in it is low. By regarding the supercell as a member of a grand canonical ensemble of systems at constant temperature and pressure, the chance of finding a gas molecule in such a small volume is indeed low, and does not significantly effect the internal thermodynamic variables $E_s$ or $G_s$ of the supercell. We mention that interfaces between crystals are treated in the same way as surfaces, except that a second crystal slab takes the place of the vacuum. We begin with the general thermodynamic formula for $\sigma$:

$$\sigma = \frac{1}{A_s} \left( G_s - \sum \mu_i N_i \right).$$  \hspace{1cm} 1.

Here $G_s$ denotes the total Gibbs free energy of the contents of the supercell, $A_s$ is the surface area of the slab within the supercell, index $i$ runs over all the component species: Ni, Al, and O; $\mu_i$ is the chemical potential of these species, and $N_i$ is the number of atoms of each species contained within the supercell. We are assuming here for simplicity that the surfaces of the slab are identical. Recasting Equation (1) in terms of excesses $\Gamma_i$,

$$\sigma = \frac{1}{A_s} \left( G_s - \frac{N_A}{N_A^b} G^b \right) \sum_{i \neq A} \mu_i \Gamma_i.$$ \hspace{1cm} 2.

Here $A$ represents the component with respect to which excesses are measured. This is possible at an interface with only one condensed phase; if there were two different condensed phases, two reference components would be required (42). $N_A^b$ and $G^b$ are the number of atoms of species $A$ within an arbitrary representative quantity of the bulk phase and the Gibbs free energy of that quantity, respectively.
The surface excess $\Gamma_i$ is given by

$$\Gamma_i = \frac{1}{\Lambda_i} \left( N_i - N_A \frac{v_i^B}{v_A^B} \right),$$

where $v_i^B$ is the atomic fraction of component $i$ in the bulk phase.

Now let us be more specific about the degrees of freedom under our control. We assume that the oxidized surface of the NiAl crystal (not necessarily stoichiometric) is in equilibrium with $\text{Ni}_{1-x} \text{Al}_x$ bulk and with oxygen gas at a certain partial pressure $p_{O_2}$. The equilibrium is

$$\text{Ni}_{1-x} \text{Al}_x \text{ (bulk)} \Leftrightarrow \{ \text{NiAl} + \text{O} \} \text{ (surface)} \Leftrightarrow \text{O}_2 \text{ (gas)}.$$ 

How many phases are there in the equilibrium? It would be incorrect to think about even several layers of the surface oxide as a separate phase, as the system does not have a well-defined bulk oxide region. Fortunately, it does not matter how thick the surface region of the oxidized metal is as long as there is some well-defined bulk metal. As there are $r = 2$ phases with $c = 3$ components (Ni, Al, and O) in equilibrium, one has $f = 3$ degrees of freedom according to the Gibbs phase rule:

$$f = c - r + 2 = 3 - 2 + 2 = 3.$$ 

Hence, $p_{O_2}$, $T$, and $x$ can be chosen as three variables fully characterizing the system. We call them the environmental parameters because in a sense they provide an environment for the surface.

If, for example, Ni is chosen as the reference component, the above equations become

$$\sigma(x, T, p_{O_2}) = \frac{1}{\Lambda_i} \left( g_{\text{NiAl}}(x, T) - \mu_{\text{Al}}(x, T) \Gamma_{\text{Al}} - \mu_{\text{O}}(p_{O_2}, T) \Gamma_{\text{O}} \right),$$

with the surface excesses of Al and O given by

$$\Gamma_{\text{Al}} = \frac{1}{\Lambda_A} \left( N_{\text{Al}} - N_{\text{Ni}} \frac{x}{1-x} \right), \quad \Gamma_{\text{O}} = \frac{1}{\Lambda_A} N_{O},$$

and where $g_{\text{NiAl}}$ is the Gibbs free energy of the bulk $\text{Ni}_{1-x} \text{Al}_x$ per formula unit:

$$g_{\text{NiAl}}(x, T) = 2 \{(1-x)\mu_{\text{Ni}}(x, T) + x\mu_{\text{Al}}(x, T)\}.$$ 

Equations (4)–(6) are helpful for discussing which approximations need to be employed to make this a practical scheme. Recall that we intend to define a set of atomic configurations and stoichiometries of the supercell, calculate $\sigma$ for each, and declare the one with the lowest $\sigma$ to be our predicted equilibrium structure and corresponding surface energy. The most expensive part of the calculations is to obtain $G_x$ because this involves the search for the atomic positions that
minimize the free energy of a slab containing from several tens to hundreds of atoms, and we want to use an ab initio method in order to properly account for the strength of chemical bonds. If $G_s$ can be assumed to be independent of the three environmental parameters, it needs to be calculated only once for each member of the pre-selected set of atomic configurations. First of all, we assume that the effect of the pressure on $G_s$ is negligible. In practice we set the external pressure to zero. Second, we consider the oxygen pressure to be low enough such that no oxygen atoms need to appear in the vacuum part of the supercell; and third, we assume that the concentration of oxygen atoms dissolved in the bulk is sufficiently small so that no oxygens need to be introduced explicitly into the interior of the slab. All these approximations are reasonable given that $p_{O_2}$ will never exceed 1 atm. Similarly, one can neglect the dependence of $G_s$ on $x$ if the deviation of the alloy composition from the exact stoichiometry is of the order or less than $1/N$, where $N$ is the number of metal atoms in the supercell. This condition places an upper limit on the range of compositions, which is important to keep in mind in dealing with compounds such as Ni$_{1-x}$Al$_x$, which exists as a homogenous phase in the range $0.40 < x < 0.55$. The most serious approximation is to neglect the temperature dependence of $G_s$. This dependence comes through both the vibrations of the atoms and the expansion of the lattice constant of the underlying bulk crystal. As such, it can be evaluated by means of explicit ab initio calculations; a number of studies of this type already exist (43–45). On the other hand, the variation of the chemical potential of oxygen with temperature is much stronger and thus dominates in the $\sigma(T)$ dependence. In other words, the assumption that $G_s$ is just the zero-temperature total energy still gives reasonably accurate results. There is considerable cancellation of the bulk contributions to $G_s$ with the second purely bulk term in the parenthesis of Equation (2).

In practical calculations then, the dependence of surface energy on $x$, $p_{O_2}$, and $T$ in Equation (4) enters through the chemical potentials of the species, which, as the equilibrium condition is assumed, are equal to the respective chemical potentials in the bulk phases. As such, they can be calculated separately. With a few additional assumptions, their dependence on the environmental parameters can thus be estimated. In particular, for $\mu_{O}$ we can make use of accurate experimental data, so the main uncertainties are found in the chemical potentials of the species in the solid. This whole scheme is illustrated in Figure 1.

Chemical Potentials

**SOLID PHASE** Let us assume that the oxidized surface of NiAl is in chemical equilibrium with the underlying crystal so that the chemical potentials of Ni and Al, $\mu_{Ni}$ and $\mu_{Al}$, are equal to those of the bulk phase. These chemical potentials depend on the composition $x$ of the bulk phase Ni$_{1-x}$Al$_x$, as well as on temperature $T$ and external pressure $p$. The pressure dependence of chemical potentials in solids can, of course, be neglected under normal conditions. Before proceeding with the discussion of how chemical potentials can be obtained in actual calculations, some
Figure 1  Schematic diagram describing the flow of data to obtain the surface energy $\sigma$ as a function of the temperature $T$, partial pressure of oxygen gas $p_{O_2}$, and the composition $x$ of the substrate $Ni_{1-x}Al_x$.

A comment about their reference states is appropriate. It may be the case that chemical potentials used in semi-empirical calculations are not comparable with those used in ab initio calculations, and the latter in turn differ by orders of magnitude between all-electron and pseudopotential calculations. This is simply because in a semi-empirical calculation, isolated atoms (at rest) are taken to have a chemical potential of zero. On the other hand, in all-electron ab initio calculations, isolated nuclei and electrons may be assigned a zero value of chemical potential. In ab initio pseudopotential schemes the reference state would be isolated ions and valence electrons, and none of these corresponds to the chemical convention, which takes the enthalpy of an element at standard temperature and pressure as zero. Such dependence on the reference state should cancel out in the calculation of any physical observable such as $\sigma$, but it matters if data are transferred to one model.
from another or from experiment. The chemical potentials of components in a solid may depend very sensitively on small concentrations of point defects. NiAl is a good example of this because it is a strongly ordered alloy, which if slightly Ni-rich, will support a population of Ni antisite defects (rather than Al vacancies). On the other hand if it is slightly Al-rich, this compound supports a population of Ni vacancies (rather than Al antisites). If we add one Al atom to an Al-rich alloy, it will create on average one more Ni vacancy, whereas if we add one Al atom to a Ni-rich alloy it will fill on average one Al vacancy. The energy required for the second process will be much less than for the first (at constant $T$). But this energy is precisely the chemical potential of Al in the alloy, which is therefore a sensitive function of stoichiometry near the stoichiometric composition. The chemical potentials in the case of NiAl have been estimated theoretically by the following procedure.

One assumes a dilute or ideal solution model, in which interactions between point defects can be neglected and they are randomly distributed. This is often referred to as the Wagner-Schottky model (46). Within this model, the Gibbs free energy $g(x, T)$ of a compound $A_{1-x}B_x$ is the sum of two kinds of terms. The first terms are linear in each defect and host atom concentration, and represent the point defect energies and vibrational entropies. The second terms describe the configurational entropy of the point defects. If only substitutional defects and vacancies are considered (which is a very reasonable approximation for NiAl), then the Gibbs free energy per formula unit is given by (47)

$$g(x, T) = \sum_{i,j} c_{ij} g_{ij}(x, T) + k_B T \sum_{i,j} c_{ij} \log c_{ij},$$

where $c_{ij}$ denotes the concentration (per sublattice site) of species $I$ ($A$, $B$, or vacancy $V$) on sublattice $J$ ($A$ or $B$), $g_{ij}$ are partial defect energies to be found from ab initio calculations, and $k_B$ is Boltzmann’s constant. Equilibrium concentrations $c_{ij}^{eq}$ are those that minimize $g(x, T)$ given by (7), subject to some natural constraints: The sum of all the concentrations on each sublattice is unity, and the ratio of total concentrations of the $A$ and $B$ species is prescribed by the fixed composition $x$ of the compound. If the defect parameters $g_{ij}$ are known, the $c_{ij}^{eq}$ can be obtained either by finding roots of a fourth-order polynomial (47) or by solving numerically the set of mass-action equations (48–50). Then the chemical potentials in question can be obtained directly. They are given by (47)

$$\mu_a = g_{aa} - g_{va} + k_B T \log \left( \frac{c_{va}^{eq}}{c_{va}} \right),$$

$$\mu_b = g_{bb} - g_{vb} + k_B T \log \left( \frac{c_{vb}^{eq}}{c_{vb}} \right).$$

As $T \to 0$ K these chemical potentials as a function of $x$ approach constants with a step at $x = 0.5$. The defect parameters $g_{ij}$ can be assembled from total energy calculations for perfect supercells and for supercells containing a single defect, in
the approximation that the supercells are large enough for interactions between defects to be neglected. For example, if \( G_{va}^N \) is the Gibbs free energy of the supercell containing \( N \) unit cells with one vacancy on sublattice \( A \), and \( g_0 \) is the free energy per unit cell of the ideal stoichiometric compound \( AB \), then

\[
g_{va}(T) - g_{aa}(T) = G_{va}^N(T) - Ng_0(T). \tag{10}\]

Note that the above Gibbs free energies might include the vibrations, but not the configurational entropy; the latter is already accounted for in Equation (7). Equations similar to Equation (10) can be obtained for all four types of point defects. Finally, we arbitrarily assign some value to \( g_{aa} \) and \( g_{bb} \) such that

\[
g_{aa}(T) + g_{bb}(T) = g_0(T) \tag{11}\]

to complete the system of linear equations, which is sufficient to calculate all \( g_{ij} \). It can be shown that arbitrary division of \( g_0 \) between \( g_{aa} \) and \( g_{bb} \) does not affect any physical properties of the system \(47\). In particular, \( \mu_a \) and \( \mu_b \) are well defined. If the supercell Gibbs free energies are approximated by zero-temperature total energies, the partial defect energies are also temperature independent.

So far, it has been demonstrated that the chemical potentials of a compound are unambiguously defined by the reference state chosen and by the energies of point defects. The alternative approach is to put natural bounds on the chemical potentials \(51, 52\) and to study a particular problem either over the whole range of chemical potentials specified by these bounds or simply for the maximum and minimum values of the allowed interval. In our case of the \( AB \) compound, this method works as follows. If \( \mu_a \), the chemical potential of component \( A \), were to exceed that of the pure \( A \) crystal, \( \mu_0^a \), component \( A \) would start to precipitate out of the compound. Hence

\[
\mu_a \leq \mu_0^a; \quad \mu_b \leq \mu_0^b. \tag{12}\]

We also need the expression for the Gibbs energy \( g_0 \) of bulk alloy, which is given by Equation (6) for \( Ni_{1-x}Al_x \), but which for the present purpose is sufficiently accurate if we take \( x = 0.5 \).

\[
g_0 = \mu_a + \mu_b. \tag{13}\]

From Equations (12) and (13), one gets

\[
\begin{cases}
g_0 - \mu_0^b \leq \mu_a \leq \mu_0^a \\
\mu_b = g_0 - \mu_a
\end{cases} \tag{14}\]

in which only one of two chemical potentials is an independent variable. The above inequality is often recast in the equivalent form:

\[
\Delta G_f \leq \Delta \mu_a \leq 0, \tag{15}\]

where \( \Delta \mu_a = \mu_a - \mu_0^a \) and \( \Delta G_f \) is the Gibbs free energy of formation of the compound \( AB \). The method of bounds is often used in dealing with insulators or...
semiconductors where either the ab initio calculation of point defect statistics or the ideal solution model is more problematic than in metals.

GAS PHASE  The last remaining ingredient needed in the expression for surface energy (4) is the chemical potential of oxygen $\mu_O(p_{O_2}, T)$. In fact, we need to know $\mu_O$ only for the standard pressure $p^0 = 1$ atm; one can then evaluate it accurately at any other pressure using the ideal gas expression:

$$\mu_O(p_{O_2}, T) = \mu_O^0(T) + \frac{1}{2} k_B T \log \left( \frac{p_{O_2}}{p^0} \right).$$ 16.

The superscript 0 on any quantity denotes its value at the standard pressure $p^0$. Different authors have taken somewhat different approaches for calculating $\mu_O^0(T)$, but usually the information in research papers is insufficient for an uninitiated reader to follow the procedure with confidence. We therefore present our recommended approach in some detail.

The trick (34, 53) is to invoke a thermodynamic cycle corresponding to formation of some oxide, for which the standard Gibbs free energy of the oxide formation, $\Delta G_{\text{oxide}}^0(T)$, is available from tabulated experimental data. Here, we employ the reaction for $\alpha-Al_2O_3$ formation at standard partial oxygen pressure $p_{O_2} = p^0$:

$$2\text{Al}(s) + \frac{3}{2}\text{O}_2(g) ⇄ \text{Al}_2\text{O}_3(s),$$ in which $\text{Al}_2\text{O}_3(s)$ is the bulk crystal of $\alpha-$Al$_2$O$_3$, Al(s) is the Al crystal, and $\text{O}_2(g)$ is oxygen gas. The Gibbs free energy balance for this reaction is

$$g_{\text{Al}_2\text{O}_3}(T) = 2\mu_{\text{Al}}^0(T) + 3\mu_O^0(T) + \Delta G_{\text{Al}_2\text{O}_3}^0(T).$$ 17.

Now we write our desired equation for $\mu_O^0(T)$ by turning this equation around, and we introduce an arbitrary reference temperature $T_1$ for reasons that will become clear:

$$\mu_O^0(T) = \frac{1}{3} \left\{ g_{\text{Al}_2\text{O}_3}(T_1) - 2\mu_{\text{Al}}^0(T_1) - \Delta G_{\text{Al}_2\text{O}_3}^0(T_1) \right\} + \Delta \mu_O^0(T)$$ 18.

where

$$\Delta \mu_O^0(T) = \mu_O^0(T) - \mu_O^0(T_1).$$ 19.

The virtue of Equation (18) is that one does not have to calculate any absolute properties of an oxygen molecule directly; particularly, its internal energy at 0 K is subject to greater uncertainty than the energy of simple metals and their oxides, and one can now sidestep the problem of calculating it. The relative quantities $\Delta G_{\text{Al}_2\text{O}_3}^0(T_1)$ and $\Delta \mu_O^0(T)$ are readily obtained from tables of experimental data. Only the Gibbs free energy of bulk alumina per formula unit $g_{\text{Al}_2\text{O}_3}(T_1)$ and the Gibbs free energy per atom of a bulk fcc Al crystal $\mu_{\text{Al}}^0(T_1)$ must be calculated ab initio. These have been approximated by total energies at zero Kelvin. The lower
T_1, the more accurate will be the result, but standard room temperature T^0 is adequate, which is fortunate because experimental values of ΔG^0_{oxide} are generally available only at and above T^0. Notice that the value of μ^0_O(T) depends very much on the implicit reference states of the components in the ab initio calculation, which may be separated electrons and nuclei at rest (if all electrons are treated explicitly), or separated ions and nuclei at rest (in a pseudopotential calculation). However, this introduces no error because we are using the same convention for all the terms. Substitution of μ^0_O back into Equation (16) completes the scheme:

$$\mu_O(p_{O_2}, T) = \frac{1}{3} \left( s^0_{Al_2O_3} - 2\mu^0_{Al} - \Delta G^0_{Al_2O_3}(T^0) \right) + \Delta \mu^0_O(T) + \frac{1}{2} k_B T \log \left( \frac{p_{O_2}}{p^0} \right).$$

One could choose any tabulated oxide instead of Al_2O_3 to close the thermodynamic cycle. The only requirement is that the chosen oxide and the oxide-forming element should be amenable to accurate first principles calculations. In theory, different oxides should lead to the same μ^0_O, but in practice there are small differences (41). Apart from experimental errors, the obvious reason for μ^0_O to differ from one oxide to another is the neglect of thermal contributions to the Gibbs energies of the solids, which are present in the experimental ΔG^0_{oxide}. In principle this could be corrected by using the experimental data on the entropy and/or specific heat \(C_p\) of the bulk phases, if such information is at hand. Another source of error is intrinsic to density functional theory in which the errors in the treatment of exchange and correlation may differ from one system to another. Also, if pseudopotentials are used, they are not perfectly transferable.

Some observations on Δμ^0_O(T) are worth making. The best values of Δμ^0_O(T) are probably those based on combining experimental data with statistical mechanics for ideal gases (54). However, one could disregard experimental data and integrate from μ^0_O(T^0) to temperature T, using the formula for an ideal gas of rigid dumbbells (41):

$$\Delta \mu^0_O(T) = -\frac{1}{2} \left( (S^0_{O_2} - C^0_p)(T - T^0) + C^0_p T \ln(T/T^0) \right) ,$$

where \(C^0_p(T) = 7k_B/2\) and \(S^0_{O_2}\) (the entropy of oxygen gas at T = T^0 and p_{O_2} = p^0) is the only parameter taken from thermodynamic tables. As seen in Figure 2, this simple formula, Equation (21), predicts the temperature dependence of Δμ^0_O surprisingly well; the error at 1000 K is only 0.005 eV rising to 0.036 eV at 2000 K.

Finally let us comment on the way ab initio data is used in Equation (20). So far we have assumed the 0 K total energies are estimates of the Gibbs free energies of solid phases (38). What if, instead, we take them to be estimates of the enthalpies (10). It has been suggested (27) that in condensed phases the enthalpy change Δh^0 between 0 K and T^0 is much smaller than the contribution to the Gibbs energy T^0\Delta h^0, hence the second option is preferable. To clarify this point, we have compared the
Figure 2  Chemical potential of oxygen $\mu_0^0$ in the gas phase (per oxygen atom) relative to its value at $T_0 = 298.15$ K according to the NIST data (54) (solid line) and given by the approximate expression Equation (21) (dashed line). The difference between them is shown in the inset.

errors implied by either approach (see Table 1), using available experimental data. Although $T_0^0s_0$ indeed exceeds $\Delta h^0$ in most cases, these are of opposite sign. As a result, the differences $\Delta h^0 - T_0^0s_0$ are in many cases smaller in magnitude than $\Delta h^0$. Although the errors listed in Table 1 are rather small, using the 0 K ab initio total energies as estimates of the Gibbs free energies is generally better than using them as estimates of the enthalpies.

Analytical Approximation

It is possible (although not strictly necessary) to make a further simplification of the calculations in order to explicitly reveal the main effects of the environmental parameters. One can approximate the composition dependence of chemical potentials (Equations 8–9) with simple algebraic expressions (47, 48) applicable in the range of concentrations near $x = 0.5$ over which the B2 phase is stable but still excluding a small region around the stoichiometric composition $x = 0.5$. The basic idea behind this approximation is to divide point defects present in an
TABLE 1  Comparison of the errors (in meV per oxygen atom) generated if one assumes that total energies at 0 K approximate either enthalpies (Method \( H \)) or Gibbs free energies (Method \( G \)) of crystalline oxide \( A_nO_m \) and oxide-forming element \( A \) in Equation (17). The errors are calculated as \( [\Delta h^0_{A_nO_m} - n \Delta h^0_A]/m \) (Method \( H \)) and \( [\Delta h^0_{A_nO_m} - n \Delta h^0_A - T_0(s^0_{A_nO_m} - ns^0_A)]/m \) (Method \( G \)), where \( \Delta h^0 = h^0(T_0) - h^0(0 \text{ K}) \) is the enthalpy change and \( s^0 = s^0(T_0) \) is the entropy change between 0 K and standard temperature \( T_0 = 298.15 \text{ K} \). The data are taken from References (54–57).

<table>
<thead>
<tr>
<th>Oxide</th>
<th>( A_nO_m )</th>
<th>( \Delta h^0_{A_nO_m}, \text{kJ/mol} )</th>
<th>( \Delta h^0_A, \text{kJ/mol} )</th>
<th>( s^0_{A_nO_m}, \text{J/(mol K)} )</th>
<th>( s^0_A, \text{J/(mol K)} )</th>
<th>Error, meV/at</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{Al}_2\text{O}_3 )</td>
<td>10.02</td>
<td>4.54</td>
<td>50.92</td>
<td>28.30</td>
<td>3.23</td>
<td>9.08</td>
</tr>
<tr>
<td>( \text{B}_2\text{O}_3 )</td>
<td>9.30</td>
<td>1.22</td>
<td>53.97</td>
<td>5.90</td>
<td>23.69</td>
<td>-19.73</td>
</tr>
<tr>
<td>( \text{BaO} )</td>
<td>9.98</td>
<td>6.91</td>
<td>72.05</td>
<td>62.48</td>
<td>31.83</td>
<td>2.27</td>
</tr>
<tr>
<td>( \text{BeO} )</td>
<td>2.84</td>
<td>1.95</td>
<td>13.77</td>
<td>9.50</td>
<td>9.19</td>
<td>-4.00</td>
</tr>
<tr>
<td>( \text{CaO} )</td>
<td>6.75</td>
<td>5.74</td>
<td>38.1</td>
<td>41.59</td>
<td>10.51</td>
<td>21.29</td>
</tr>
<tr>
<td>( \text{CdO} )</td>
<td>8.41</td>
<td>6.25</td>
<td>54.85</td>
<td>51.80</td>
<td>22.42</td>
<td>13.00</td>
</tr>
<tr>
<td>( \text{Cr}_2\text{O}_3 )</td>
<td>15.28</td>
<td>4.06</td>
<td>80.65</td>
<td>23.62</td>
<td>24.76</td>
<td>-9.64</td>
</tr>
<tr>
<td>( \text{GeO}_2 )</td>
<td>7.23</td>
<td>4.64</td>
<td>39.71</td>
<td>31.09</td>
<td>13.44</td>
<td>0.13</td>
</tr>
<tr>
<td>( \text{MgO} )</td>
<td>5.16</td>
<td>5.00</td>
<td>26.95</td>
<td>32.67</td>
<td>1.68</td>
<td>19.35</td>
</tr>
<tr>
<td>( \text{Nb}_2\text{O}_5 )</td>
<td>9.27</td>
<td>5.26</td>
<td>54.50</td>
<td>36.46</td>
<td>20.81</td>
<td>-7.05</td>
</tr>
<tr>
<td>( \text{SiO}_2 )</td>
<td>12.29</td>
<td>5.26</td>
<td>137.30</td>
<td>36.46</td>
<td>24.41</td>
<td>-15.35</td>
</tr>
<tr>
<td>( \text{SnO} )</td>
<td>6.92</td>
<td>3.22</td>
<td>41.46</td>
<td>18.81</td>
<td>19.17</td>
<td>-15.81</td>
</tr>
<tr>
<td>( \text{SnO}_2 )</td>
<td>8.74</td>
<td>6.32</td>
<td>57.17</td>
<td>51.18</td>
<td>25.01</td>
<td>6.51</td>
</tr>
<tr>
<td>( \text{SrO} )</td>
<td>8.38</td>
<td>6.32</td>
<td>49.04</td>
<td>51.18</td>
<td>10.68</td>
<td>13.99</td>
</tr>
<tr>
<td>( \text{Ta}_2\text{O}_5 )</td>
<td>23.04</td>
<td>5.68</td>
<td>142.86</td>
<td>41.48</td>
<td>24.21</td>
<td>-12.80</td>
</tr>
<tr>
<td>( \text{TiO}_2 )</td>
<td>8.68</td>
<td>4.82</td>
<td>50.62</td>
<td>30.72</td>
<td>19.98</td>
<td>-10.75</td>
</tr>
<tr>
<td>( \text{ThO}_2 )</td>
<td>10.56</td>
<td>6.35</td>
<td>65.23</td>
<td>51.8</td>
<td>21.82</td>
<td>1.08</td>
</tr>
<tr>
<td>( \text{UO}_2 )</td>
<td>11.28</td>
<td>6.36</td>
<td>77.03</td>
<td>50.20</td>
<td>25.48</td>
<td>-15.96</td>
</tr>
<tr>
<td>( \text{UO}_3 )</td>
<td>14.59</td>
<td>6.36</td>
<td>96.11</td>
<td>50.20</td>
<td>28.40</td>
<td>-18.86</td>
</tr>
<tr>
<td>( \text{U}_2\text{O}_3 )</td>
<td>42.74</td>
<td>6.36</td>
<td>282.55</td>
<td>50.20</td>
<td>20.64</td>
<td>-20.31</td>
</tr>
<tr>
<td>( \text{VO} )</td>
<td>6.91</td>
<td>4.64</td>
<td>39.10</td>
<td>28.93</td>
<td>23.50</td>
<td>-7.91</td>
</tr>
<tr>
<td>( \text{V}_2\text{O}_3 )</td>
<td>17.48</td>
<td>6.36</td>
<td>98.16</td>
<td>28.93</td>
<td>28.32</td>
<td>-13.17</td>
</tr>
<tr>
<td>( \text{V}_2\text{O}_5 )</td>
<td>18.10</td>
<td>4.64</td>
<td>103.52</td>
<td>28.93</td>
<td>22.85</td>
<td>-12.41</td>
</tr>
<tr>
<td>( \text{V}_3\text{O}_8 )</td>
<td>21.51</td>
<td>4.64</td>
<td>130.40</td>
<td>28.93</td>
<td>25.34</td>
<td>-19.47</td>
</tr>
</tbody>
</table>
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ordered $A_{1-x}B_x$ compound into thermal and structural defects. The former are the result of thermal disorder; they disappear as $T \to 0 \text{K}$. The latter defects necessarily exist in the compound even at $T = 0 \text{K}$ to maintain the given composition. The concentration of structural defects thus depends on the composition $x$ but not on the temperature, and in a stoichiometric compound they are entirely absent. The ratio of thermal defects to structural defects is a small parameter, unless the composition is very close to stoichiometry; in real alloys the structural defects usually outnumber the thermal defects by orders of magnitude. The first term of a Taylor expansion of the chemical potentials with respect to this small ratio already turns out to be a good approximation. For NiAl in particular, there is good agreement with the exact formulae up to around 1400 K, as demonstrated in Reference (47) to which we refer the reader for more details. These expressions explicitly take into account that the constitutional defects in NiAl are Ni antisite atoms on the Ni-rich side and Ni vacancies on the Al-rich side, as found experimentally (58) and confirmed in a number of independent ab initio calculations (48, 49, 59, 60).

Explicitly (47), on the Ni-rich side ($x < 0.5$):

\[
\mu_a = \frac{1}{2} (e_{aa} + e_{ab} + k_B T \log (1 - 2x)),
\]

\[
\mu_b = e_{bb} + \frac{1}{2} (e_{aa} - e_{ab} - k_B T \log (1 - 2x)),
\]

and on the Al-rich side ($x > 0.5$):

\[
\mu_a = e_{aa} - e_{va} - k_B T \log \left(\frac{2x - 1}{x}\right),
\]

\[
\mu_b = e_{bb} + e_{va} + k_B T \log \left(\frac{2x - 1}{x}\right),
\]

where $a$ stands for Ni, $b$ stands for Al, and $x$ is the composition of the $\text{Ni}_1\text{Al}_x$ compound. In effect, Equations (22)–(25) approximate the dependence of chemical potentials on composition as being exclusively the result of the ideal configurational disorder of the structural defects on their own sublattices.

Another approximation used in Equations (22)–(25) is the neglect of terms of order $k_B T \delta$, compared with the $k_B T \log \delta$ terms, where $\delta = |x - 0.5|$ is the deviation of the composition of NiAl from the exact stoichiometry. We do not lose any essential physics in making this approximation, as the temperature dependence of surface energy $\sigma$ is mainly from the oxygen chemical potential, even when compared with $k_B T \log \delta$ terms which we keep. To this order the formula for the surface energy Equation (4) simplifies to

\[
\sigma(x, T, p_{O_2}) = \frac{1}{A_s} (G_s - N_{Ni} g_0) - \mu_{Al}(x, T) \Gamma_{Al} - \mu_{O}(p_{O_2}, T) \Gamma_{O},
\]

where $g_0$ is the (free) energy of the unit cell of bulk stoichiometric NiAl, Equation (11), the aluminum surface excess is now the stoichiometry of the
supercell itself:

\[ \Gamma'_{Al} = \frac{1}{A_x} (N_{Al} - N_{Ni}), \]

and \( \Gamma_{O} = N_{O}/A_x \), as before. To make the surface energy dependence on all three environmental parameters explicit, we rewrite Equation (26) in the form

\[
\sigma(x, T, p_{O_2}) = \sigma_0 + \Delta \sigma_0 \theta(x - 0.5) - \frac{1}{2} k_B T \left[ \Gamma_{O} \log\left(\frac{p_{O_2}}{p^0}\right) + \Gamma'_{Al} \eta(x) \right] - \Delta \mu_0^O(T) \Gamma_{O},
\]

where \( \sigma_0 \) and \( \Delta \sigma_0 \) absorb all ab initio numbers, \( \theta(x) \) is the step function and \( \eta(x) \) is defined by

\[
\eta(x) = \begin{cases} 
- \log(1 - 2x), & x < 0.5 \text{ (Ni-rich NiAl)} \\
2 \log\left(\frac{2x - 1}{x}\right), & x > 0.5 \text{ (Al-rich NiAl)}
\end{cases}
\]

and \( \Delta \mu_0^O(T) \) can be parameterized as discussed above.

**Stability Limits**

Before we proceed with looking at the relative stability of various structures of a thin oxide film formed on the surface of NiAl, it is useful to estimate the range of stability of the respective bulk oxide phases. For example, if in the ab initio calculations we find a particular oxide layer to be stable at some \( p_{O_2} \) at which the NiAl substrate turns out to be unstable with respect to the formation of bulk \( Al_2O_3 \), then the predicted surface structure is at best metastable with respect to further oxidation. It might still take much longer than the experimental timescale for the material to convert itself into a bulk oxide, e.g., because the oxide film itself is a barrier to further oxidation.

To find the \( p_{O_2} \) above which NiAl starts decomposing to form some bulk oxide phase, or equivalently, the pressure below which any bulk oxide would be unstable in contact with NiAl, we take the following approach. Imagine a system comprising a large sample of NiAl in contact with some bulk oxide surrounded by its vapor. The amount of the oxide phase is assumed to be large enough to consider it as a bulk phase and to neglect any surface or interface effects, but small in comparison to that of NiAl such that one could think of NiAl as a reservoir of Ni and Al atoms. We next check, in turn, three possible oxides to derive the \( p_{O_2} \) at which the equilibrium in the system is established at given temperature \( T \) and NiAl composition \( x \) and then choose the smallest of these pressures, \( p_{\text{min}} \), as the \( p_{O_2} \) in question. This leaves us with only three representative situations to examine. The first one corresponds to NiAl releasing Al atoms to form \( Al_2O_3 \):

\[ 2\text{Al(from Ni}_{1-x}\text{Al}_x) + \frac{3}{2} \text{O}_2(g) \Leftrightarrow \text{Al}_2\text{O}_3(s). \]
The pressure $p_a$ corresponding to the above equilibrium can be found as in (53):

$$\log\left(\frac{p_a(x, T)}{p_0}\right) = \frac{2}{3k_B T} \left[ \Delta G_{Al_{2}O_3}^0(T) - 2\Delta G_{Al}(x, T) \right].$$  

where $\Delta G_{Al}$ is the partial Gibbs free energy of Al atoms in NiAl. It can be taken from experiment (61), or calculated ab initio as $\Delta G_{Al}(x, T) = \mu_{Al}(x, T) - \mu_{Al}^0$. The values of $p_a$ at 1273 K obtained in both ways are compared in Figure 3. The rather good agreement between them mirrors the similar level of consistency
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between theoretical and experimental $\Delta G_{Al}$ explicitly shown in Reference (53).

The second and third reactions are similar to Equation (30) and describe the formation of nickel oxide NiO, and the spinel NiAl$_2$O$_3$, respectively:

$$\text{Ni}(\text{from } \text{Ni}_{1-x}\text{Al}_x) + \frac{1}{2}\text{O}_2(\text{g}) \rightleftharpoons \text{NiO}(\text{s}),$$  

$$2\text{Al}(\text{from } \text{Ni}_{1-x}\text{Al}_x) + \text{Ni}(\text{from } \text{Ni}_{1-x}\text{Al}_x) + 2\text{O}_2(\text{g}) \rightleftharpoons \text{NiAl}_2\text{O}_4(\text{s}).$$  

The pressures $p_n$ and $p_s$ corresponding to the equilibrium in Equations (32) and (33) are given by

$$\log\left[\frac{p_n(x, T)}{p^0}\right] = \frac{2}{k_BT} \left[ \Delta G_{\text{NiO}}^0(T) - \Delta G_{\text{Ni}}(x, T) \right],$$  

$$\log\left[\frac{p_s(x, T)}{p^0}\right] = \frac{1}{2k_BT} \left[ \Delta G_{\text{NiAl}_2\text{O}_4}^0(T) \right.$$

$$- 2\Delta G_{\text{Al}}^0(x, T) - \Delta G_{\text{Ni}}(x, T) \right],$$  

These pressures are also plotted in Figure 3, which shows that $p_a$ is lowest over the whole range of B2 compositions: $p_{\text{min}} = p_a$.

To complete our analysis, let us check that at the pressures found the respective oxides would not decompose into their constituents. The pressure $p_{a}''$ below which Al$_2$O$_3$ decomposes into Al(s) and oxygen gas

$$\text{Al}_2\text{O}_3(\text{s}) \rightarrow 2\text{Al}(\text{s}) + \frac{3}{2}\text{O}_2(\text{g}),$$  

is defined by Equation (34):

$$\log\left[\frac{p_{a}''(T)}{p^0}\right] = \frac{2}{3k_BT} \Delta G_{\text{Al}_2\text{O}_3}^0(T).$$  

Similarly, NiO decomposes into Ni(fcc) and oxygen below pressure $p_{n}''$ given by

$$\log\left[\frac{p_{n}''(T)}{p^0}\right] = \frac{2}{k_BT} \Delta G_{\text{NiO}}^0(T).$$  

Finally, at an oxygen partial pressure below $p_{s}''$, NiAl$_2$O$_4$ becomes unstable with respect to decomposition into Al$_2$O$_3$ and Ni (64):

$$\text{NiAl}_2\text{O}_4(\text{s}) \rightarrow \text{Al}_2\text{O}_3(\text{s}) + \text{Ni}(\text{s}) + \frac{1}{2}\text{O}_2(\text{g}),$$  

where

$$\log\left[\frac{p_{s}''(T)}{p^0}\right] = \frac{2}{k_BT} \left[ \Delta G_{\text{NiAl}_2\text{O}_4}^0 - \Delta G_{\text{Al}_2\text{O}_3}^0 \right].$$  


The pressures $p_{\text{at}}^a$, $p_{\text{st}}^a$, and $p_{\text{at}}^s$ are shown in Figure 3 as horizontal lines. Importantly, $p_{\text{at}}^a$ is lower than $p_a$ over the whole composition range (which simply means that it is harder to extract an Al atom from NiAl than from pure Al). Hence, the $p_a(x)$ curve represents the equilibrium between NiAl and alumina; above $p_a(x)$, NiAl starts shedding Al atoms to form Al$_2$O$_3$. At $p_{\text{at}} = p_a$, NiAl might conceivably be in equilibrium with NiAl$_2$O$_4$ spinel, but because $p_{\text{at}}$ is smaller than $p_{\text{at}}^s$, any NiAl$_2$O$_4$ formed should decompose into Ni and Al$_2$O$_3$. We observe that increasing the $p_{\text{at}}$ above $p_a$ appears to activate more channels for NiAl oxidation. However, a mixture of products (including perhaps more metastable phases not considered here) is conceivable only if the local concentration of Al is depleted down to the Ni$_3$Al phase boundary and beyond by the slow bulk diffusion in the NiAl. Another way of looking at this is to consider the sequence of solid phases that would be in equilibrium under increasing $p_{\text{at}}$, if the NiAl were completely exhausted, assuming it remains homogeneous. The sequence, both according to Figure 3 and the experimental phase diagram (65), would be

$$
\text{NiAl} \rightarrow \text{NiAl} + \text{Al}_2\text{O}_3 \rightarrow \text{Ni}_3\text{Al} + \text{Al}_2\text{O}_3 \rightarrow \text{Ni} + \text{Al}_2\text{O}_3 \\
\rightarrow \text{Ni} + \text{NiAl}_2\text{O}_4 \rightarrow \text{NiO} + \text{NiAl}_2\text{O}_4.
$$

Note that NiAl$_2$O$_4$ does appear as a transient phase in some experimental studies of NiAl oxidation (66).

The pressure $p_{\text{min}}$ is estimated here by assuming that bulk $\alpha$-Al$_2$O$_3$ is the oxide phase formed reversibly by NiAl. $\alpha$-Al$_2$O$_3$ is the most stable form of alumina, hence it is plausible to suggest that the pressure at which a thin oxide layer on top of NiAl starts to form could not be less than $p_{\text{min}}$. Clearly, a thin Al$_2$O$_3$ layer alone cannot be of lower energy than the bulk phase, otherwise the bulk $\alpha$-alumina would decompose into such layers. However, one cannot rule out the theoretical possibility that the interaction of the layer with the substrate strongly stabilizes the system. This can be tested by ab initio calculations; so far the situation in which a thin oxide layer is more stable than bulk oxide has been found only for some noble and late transition metals: Ag (10), Ru (6), and Pd (13).

THE PATH OF NiAl OXIDATION

NiAl is a popular substrate for growing alumina films. It suits this purpose better than pure Al because the temperature required to convert the initially deposited oxygen atoms into an ordered film exceeds the melting temperature of Al. The experimental procedure to produce a 5 Å alumina film on NiAl(110) is well established (24). One must expose clean NiAl(110) to a dose 1000–1200 L (1 L = 10$^{-6}$ Torr s) of oxygen at a temperature of about 600 K, after which the surface is annealed in ultra-high vacuum (UHV) at a temperature in excess of 1000 K. After the first stage, a layer of amorphous alumina is formed, which is believed to be locally ordered but which does not produce any diffraction spots (hence the name).
During the second stage, the well-ordered film of Al$_2$O$_3$ is formed. The question as to which of the allotropic modifications of Al$_2$O$_3$ most closely corresponds to the structure of the film is still being debated. Some experimental data suggest it is $\gamma$-Al$_2$O$_3$ (25, 67), although according to a very recent study (68), $\kappa$-Al$_2$O$_3$ reproduces experimental results even better. In either case, the structure of the film can be viewed as two distorted hexagonal layers of oxygens alternating with two aluminum layers, such that the film terminates with oxygen on the vacuum side.

Investigation into the influence of the above experimental conditions on the quality of the alumina film brings some surprising findings. It was shown that lowering the oxygen pressure from $5 \times 10^{-7}$ Pa down to $5 \times 10^{-8}$ Pa results in a better ordering of the film (69). This might indicate that the diffusion processes in NiAl are important, as the lower the pressure the longer the exposure time required to deposit the same amount of oxygen (1200 L) in (69). The effect of the temperature at the initial deposition stage is even more interesting: In going from 570 K to 670 K, the crystallinity of the film improves. A further rise in temperature to 720 K, however, makes the film worse again (70). The first observation apparently supports the previous diffusion argument, whereas for the second the authors of (70) find no reasonable explanation. Also puzzling remains the observation that after the initial deposition performed at relatively low-temperature 370 K, even subsequent high-temperature UHV annealing does not produce the expected form of the oxide film (71).

To rationalize the results of such experiments, or even to give some guidance for future experimental work, a model of surface oxidation of NiAl at the atomistic level would be helpful. More generally, oxidation of a perfectly ordered compound in which only one of the components participates in the formation of the oxide film, sometimes referred to as selective oxidation, is not unusual. Elucidating the main rules governing the much-studied NiAl may help to understand the oxidation of other compounds, such as CoAl (72) and CoGa (Ga$_2$O$_3$ film) (73). What is known about the mechanism of NiAl oxidation? Evidently oxygen should somehow initiate the segregation of aluminum to the surface, where aluminum oxidizes. In the later stages of oxidation, i.e., after the formation of a continuous oxide layer, its further growth occurs by means of diffusion of Al and O atoms through the film in opposite directions. Parabolic kinetics of the growth of the thick oxide indicates that the process is diffusion controlled (1). For the early stage at which a thin film just forms, Al segregation to the surface might proceed by more than one mechanism. Bulk Ni$_{1-x}$Al$_x$ with Al in excess ($x > 0.5$) forms a substitutional solid solution, in which extra Al atoms stay on their own sublattice thus creating vacancies on corresponding Ni sites (see above). If this is still the case close to oxidized surfaces, segregation of Al would effectively mean segregation of V$_{Ni}$. Otherwise Al$_{Ni}$ atoms should appear at the interface. Such antisite Al defects do not usually appear in NiAl bulk, except in very Al-rich alloys (47, 49). Nevertheless, NiAl actually uses both mechanisms (see below).

A related question is whether the extraction of Al atoms from the NiAl crystal during oxidation increases the vacancy concentration in the specimen, as Frazer
et al. (74) suggested to explain the growth of voids and dislocation loops in a slowly cooled NiAl crystal that they observed during annealing in $10^{-7}$ Torr vacuum at about 1200 K. Although Eibner et al. (75) noted that Fraser et al.’s result could be interpreted without any assumption of vacancy injection by surface oxidation, the later experiment by Parthasarathi & Fraser (76) seemed to support the initial idea. Jaeger et al. (24) suggested that the formation of the $\text{Al}_2\text{O}_3$ film should destroy two surface layers of NiAl with subsequent dissolution of Ni atoms into the bulk, the latter being the reason for the ordering of the $\text{Al}_2\text{O}_3$ overlayer during annealing at high temperature. In this case, there should be vacancy consumption rather than vacancy injection into the bulk. Our analysis supports the view that vacancies are consumed rather than created during the initial stage of the oxidation.

**ZERO TEMPERATURE CALCULATIONS: THE ROLE OF POINT DEFECTS**

It is apparent from the above discussion that the creation and annihilation of point defects in the surface region of NiAl is an essential part of the process. To elucidate a plausible mechanism for the oxidation we therefore considered a number of different scenarios, introducing into the NiAl substrate either vacancies or antisite defects, or both. The simulation cell used in our ab initio calculations consisted of four layers with two Ni and two Al atoms in each layer. Zero, one, and three O atoms were added to the cell; the latter imitates a complete Al + O layer of the oxide film, half of what is observed experimentally, whereas configurations with one oxygen atom per cell were supposed to model single atom adsorption. For completeness, we also considered configurations with two Al + O layers, with six oxygen atoms per simulation cell. We denote the configurations with a capital letter and a subscript. The meaning of the former is given in Table 2 in which all the configurations are listed. The subscript indicates how many O atoms were introduced in the supercell, which at the same time is the oxygen excess times the surface area, $\Gamma_{\text{O}}^\text{'} A_j$. For example, $A_0$ denotes the clean ideal NiAl surface, $E_3$ is the configuration with 3 oxygen atoms per 4 surface sites of the substrate, the latter contains a vacancy on the Ni sublattice in the top layer, $V_{\text{Ni}}^{(1)}$, in addition a Ni atom in the top layer and an Al atom in the second layer are interchanged, $A_{\text{Ni}}^{(1)} + N_{\text{Al}}^{(2)}$ (the so-called exchange defect).

In each of the configurations, the atomic positions were adjusted to minimize the energy of the slab. For oxygen-free configurations this was straightforward. In configurations containing one O atom, we placed it on inequivalent adsorption sites (40) and then compared the respective total energies after atomic relaxation. For three and more oxygen atoms we adopted the following strategy: First, a particular configuration was brought to the nearest (local) minimum, and then we performed a molecular dynamics simulation at $T = 1000$ K monitoring the potential energy of the system. After 300–500 MD steps we took the lowest point on the potential energy surface as a starting point for the final zero-temperature optimization of atomic positions. The advantage of the MD method is that it probes collective
TABLE 2 Notation for different configurations considered in the present study. Point defects are denoted as $X(i)_{Y}$, which means species X (Al, Ni, or vacancy V) on sublattice Y (Al or Ni) in layer i (layer 1 is the surface). Configuration H was designed to simulate experimentally observed stoichiometry of the oxide (two Al$_2$O$_3$ layers); it was used in combination with 6 oxygen atoms ($H_6$ in our notation). The last column represents the surface excess of Al atoms $\Gamma_A$ (assuming a stoichiometric substrate) multiplied by the cross-sectional area of the supercell $A_s$.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Point defects present</th>
<th>$\Gamma_A \times A_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>none</td>
<td>0</td>
</tr>
<tr>
<td>B</td>
<td>$V_{Ni}^{(2)}$</td>
<td>1</td>
</tr>
<tr>
<td>C</td>
<td>$V_{Ni}^{(1)}$</td>
<td>1</td>
</tr>
<tr>
<td>D</td>
<td>$V_{Ni}^{(2)} + Ni_{Ni}^{(2)} + Al_{Ni}^{(1)}$</td>
<td>1</td>
</tr>
<tr>
<td>E</td>
<td>$V_{Ni}^{(1)} + Ni_{Ni}^{(2)} + Al_{Ni}^{(1)}$</td>
<td>1</td>
</tr>
<tr>
<td>F</td>
<td>$V_{Al}^{(2)} + Al_{Ni}^{(1)}$</td>
<td>1</td>
</tr>
<tr>
<td>G</td>
<td>$Ni_{Al}^{(2)} + Al_{Ni}^{(1)}$</td>
<td>0</td>
</tr>
<tr>
<td>H</td>
<td>$V_{Ni}^{(1)} + Ni_{Ni}^{(2)} + Al_{Ni}^{(1)} + Al$ extra atom</td>
<td>2</td>
</tr>
<tr>
<td>I</td>
<td>$V_{Al}^{(1)}$</td>
<td>-1</td>
</tr>
<tr>
<td>J</td>
<td>$V_{Ni}^{(1)} + Ni_{Al}^{(1)}$</td>
<td>-1</td>
</tr>
</tbody>
</table>

Motions of the atoms and can be good at finding natural pathways linking different basins of the potential energy surface. As a result, we managed to locate new configurations that would be impossible to guess otherwise. In some cases, these configurations were 1–2 eV/cell lower in energy than those obtained from initial plausible atomic arrangements. For more details and discussion of the MD simulations and all ab initio calculations, which were made with the plane-wave pseudopotential method using the CPMD code, the reader is referred to References (40, 53). Below we present only the results obtained within the local density approximation (LDA). The effect of the generalized gradient approximation (GGA) is discussed in (40).

The study of the adsorption of one O atom per supercell, $\Gamma_O A_s = 1$, reveals that oxygen atoms prefer to adsorb at the threefold hollow site formed by two Al and one Ni atoms. The second oxygen’s preference is the bridge site between Al atoms, which is just 0.2 eV higher in energy. Strong distortion of the substrate was observed in both cases. According to structural models of the NiAl(110)/Al$_2$O$_3$ interface (24, 25), configurations with $\Gamma_O A_s = 3$ should correspond to one of the two Al + O bilayers of the Al$_2$O$_3$. However, the theoretical structure of the oxygen layer on the ideal NiAl substrate does not at all resemble any atomic arrangement typical of Al$_2$O$_3$. O atoms have arranged themselves there in a kind of butterfly structure, occupying an Al–Al bridge site and two (2Al + Ni) hollow sites per.
cell (configuration \(A_3\) in Figure 4), providing each O atom with two Al neighbors. However, it is problematic to call such a structure an oxide layer because the parallel O–Al chains do not appear to be linked to each other. Configuration \(G_3\), in which we exchanged a surface Ni with subsurface Al atoms, would not seem particularly stable either (see Figure 4). Owing to its larger radius, the extra Al atom has been pushed out of the surface and forms a kind of pyramid with its four nearest-neighbor Al atoms. This pyramid is decorated with oxygens on three of its four sides in such a way that each O atom now has three Al neighbors. Nevertheless, the total energy of this structure is almost 2 eV lower, probably because of the increased number of O–Al bonds.

We checked next the effect of introducing a Ni vacancy in the top layer (configuration \(C_3\)). The energy again significantly decreased (by 1.92 eV for Ni-rich, and by 2.96 eV for Al-rich NiAl). During the MD run, atoms first vibrated about their initial positions, but after about 300 steps (0.36 ps) the Al atoms changed their striped structure by forming distorted hexagonal rings around Ni atoms, in which each pair of adjacent Al atoms became connected by an oxygen atom. Although each oxygen atom in this structure still had only two Al neighbors, the extra space provided by the vacancy allowed the system to form a number of short O–Al bonds (1.79 Å). We thus conclude that the effect of an anti-site defect is to expose more Al atoms to the surface oxygen and thus to increase the number of Al–O bonds, whereas the vacancy makes space for the system to arrange atoms in a more optimal way.

Finally, trying both the exchange defect and the Ni vacancy in the top layer simultaneously, we arrived at our lowest energy atomic arrangement, which demonstrates two clearly separated oxygen and aluminum layers (configuration \(E_3\) in Figure 4). Al atoms in the top layer arrange themselves in a distorted hexagonal packing and have almost lost their sublattice individuality, therefore the resulting O–Al bilayer can be considered as the first distinct precursor of the oxide phase.

How does the system arrive at the configuration \(E_3\) starting from configuration \(A_3\)? Would it go through \(G_3\) or \(C_3\) (Figure 4)? To answer this, we have considered a number of intermediate configurations listed in Table 2, such that the system’s trip from \(A_3\) to \(E_3\) can be decomposed into elementary steps. The resulting pathways are shown in Figure 5 together with the energy change at each step. For example, if a Ni bulk vacancy is initially absorbed by the second layer (\(A \rightarrow B\)), it may then jump to the surface layer (\(B \rightarrow C\)), and the creation of exchange defect (\(C \rightarrow E\)) completes the path \(ABCE\). Alternatively, having a Ni vacancy in the second layer, the system can first create an exchange defect (\(B \rightarrow D\)) and then either allow the Ni vacancy to jump to the first layer immediately (\(D \rightarrow E\)), or first convert \(V_{Ni}^{(2)}\) and \(Ni_{Al}^{(2)}\) defects into \(V_{Al}^{(2)}\) (i.e., the Ni anti-site atom returns to its own sublattice, filling a Ni vacancy there). A nearest-neighbor Ni atom from the first layer can then jump into this vacancy (\(D \rightarrow F \rightarrow E\)). Another family of pathways arises if we assume that the system starts by creating an exchange defect (\(A \rightarrow G\)). Then a Ni vacancy arrives at the second layer (\(G \rightarrow D\)), and the subsequent history is as above.
We emphasize here the dependence of the relative energies on the substrate composition. In the zero-temperature limit, the surface energy dependence on composition is described by the step function, Equation (28). Hence the precise composition of the bulk substrate is not important, only whether it is Al- or Ni-rich. Looking at the pathways shown in Figure 5 we see that an additional free-energy barrier of at least 0.5 eV appears on the Ni-rich side compared with that on the Al-rich side (40). This is because configurations containing a Ni vacancy are higher in energy in Ni-rich NiAl simply because on the Al-rich side, these vacancies are the structural defects (see above).

Our zero-temperature analysis thus shows that the oxidized NiAl substrate tries to get rid of Ni atoms in the top layer(s) by either exchanging them with Al atoms beneath or absorbing Ni vacancies from the bulk. Both processes seem essential: The first allows the surface to expose more Al atoms to oxygen, whereas the second provides more space in the surface layer to accommodate larger Al atoms and subsequently to form a relatively open oxide structure (77). On the Ni-rich side, we expect larger barriers for the oxidation. For any substrate composition, the initial growth of the oxide film invokes the segregation and further consumption of Ni vacancies, therefore the substrate vacancies are destroyed, not injected.

This picture remains essentially valid in the finite temperature analysis (see below). Before proceeding, however, let us discuss how realistic the suggested mechanism is. In particular, according to the presented scheme one would expect that the substrate is first locally enriched with Ni near the metal-oxide interface, and this has not been observed experimentally (25). Of course, such enrichment is a transient effect; the excess Ni atoms should dissolve in the bulk to restore the overall equilibrium of the system by absorbing Ni vacancies. But is the diffusion in bulk NiAl fast enough to supply all the required vacancies?

To confirm that this is the case, one could make a routine estimate of the diffusion rates (24, 69), but we think more direct evidence exists. It comes from the elegant work by McCarty et al. (78), who observed the growth and shrinkage of surface steps at the NiAl(110) surface while cycling the temperature around 1000 K. The characteristic time of the cycle was of the order of several seconds. This turned out to be sufficient for the surface steps to respond to the temperature oscillation by changing their size. The essential point is that the size of the steps changed because they were emitting or absorbing vacancies to maintain the temperature-dependent equilibrium concentration of vacancies in the NiAl bulk.

Even more direct confirmation of the model comes from the X-ray study of the NiAl(110)/Al2O3 interface by Stierle et al. (71). The exposure of the NiAl specimen to oxygen gas at two different temperatures, 370 K and 570 K, followed by a 4 min annealing at 1020 K, resulted in drastically different concentrations of point defects in the first few layers of the substrate. At the lower exposure temperature, almost half of the aluminum sublattice was occupied by vacancies in the first two layers. In addition, the Ni sublattice of the top layer contained Ni and Al atoms in almost equal proportion. We understand that the temperature
of 370 K was insufficient to activate the diffusion, and the oxidation removed a significant fraction of the Al atoms from the substrate leaving Al vacancies; the very open structure that resulted induced major chemical disorder on the sublattices. Some structural disorder is to be expected in such open structures, especially in the vicinity of the incommensurate oxide phase. At the higher temperature, \( T = 570 \) K, on the contrary, no vacancies were found in the top two layers, and only 18\% of Al antisite atoms was observed. These atoms were significantly displaced outwards (by half of the NiAl(110) interplanar spacing). We consider the above result as evidence of some diffusion exchange already in operation at 570 K. The antisite Al atoms are probably the consequence of the strong chemical interaction between the oxide layer and the NiAl substrate. Surprisingly, introduction of 11\% of Ni atoms in a Ni-Ni bridge site in the surface layer led to significant improvement of the fit to X-ray data (71). This might be a consequence of the above mentioned lateral distortion of the substrate atoms induced by the oxide film. Somewhat different results have been reported by Torrelles (79). In this study (1200 L at 600 K, then annealing to 1200 K for few minutes), neither structural nor additional chemical disorder in the top substrate layer was detected after the formation of the Al\(_2\)O\(_3\) overlayer. The intermixing of the species between sublattices in the top layer of about 4\% was the same as for the pure NiAl(110) surface. Such results are interpreted in (79) as the result of the diffusion of Al to the surface and Ni to the bulk.

Overall, we conclude that the point defect–mediated oxidation mechanism (40, 53), controlled by defect mobility as a function of temperature, is fairly well documented in NiAl. The rate of diffusion required for this mechanism is already noticeable at temperatures of about 600 K, and is surely sufficient at 1000–1200 K.

### Surface Energy Dependence on the Environmental Parameters

In this section, we expand the analysis made above to finite temperatures. In doing this, we neglect any vibrational contributions to the Gibbs free energy, thus simply converting each of the previously calculated zero-temperature surface energies into a function of \( p_{\text{O}_2}, x, \) and \( T \) by using Equation (28). We concentrate on the following two issues: What is the lowest energy configuration at a given set of environmental parameters? Do any oxidation barriers appear in addition to those previously discussed? Notice in the following that a classical treatment of surface energies would distinguish the surface of the film from its interface with the substrate, and attribute a separate interface energy to the latter. We recognize that this distinction has no meaning when the films are too thin for their surface to be decoupled from the interface with the substrate, and we note that our surface energies include this coupling implicitly, together with the surface and interface contributions.

We plot in Figure 6 the surface energies \( \sigma \) of our configurations as a function of \( p_{\text{O}_2} \) at \( T = 1273 \) K, separately for a Ni-rich (\( x = 0.45 \)) and an Al-rich (\( x = 0.55 \)) composition. In this way we can determine the behavior of \( \sigma \) at all intermediate
compositions, as it should change smoothly from Figure 6a to Figure 6b as \(x\) goes from 0.45 to 0.55. The observation widely used in similar studies [(see, for example, References (26, 29)]] is that changing the temperature roughly corresponds to rescaling the pressure axis if the latter is plotted in units of \(\log(p_{O_2}/p)\) (34). This is because the composition-dependent term is small compared with the oxygen pressure term in curly brackets in Equation (28). The last term in Equation (28) defines the pressure about which the rescaling should be performed. For NiAl, this is a large pressure of about \(10^{11}\) atm (53). Therefore, all essential information is already contained in Figure 6.

In Figure 6 we show only configurations \(A, C, E, \) and \(H\) as this is sufficient to capture the overall picture. Different configurations are shown by different colors, whereas the oxygen excess \(\Gamma_{O_{\text{As}}} = 1, 3, \) or 6, is indicated by numbers on the plot. Horizontal lines correspond to zero oxygen excess, meaning an oxygen-free surface. Let us start with the Ni-rich system (Figure 6a). The structure of this busy plot is in fact quite simple. One can distinguish three regions indicated above the plot. Region I corresponds to the pressures at which the clean surface \((A_0)\) is most stable. These are the pressures below \(10^{-24}\) atm. Region III is the region in which the oxidation can proceed without any additional barriers. It corresponds to the pressures above \(10^{-14}\) atm. Indeed, it is easy to appreciate that the following sequence decreases the surface energy at each step: \(A_0 \rightarrow A_1\) (an O atom adsorbs at the clean surface), \(A_1 \rightarrow A_3\) (two more O atoms adsorb), \(A_3 \rightarrow C_3\) (a Ni vacancy arrives at the top layer), \(C_3 \rightarrow E_3\) (an exchange defect is created), \(E_3 \rightarrow E_6\) (three more O atoms adsorb), and \(E_6 \rightarrow H_6\) (an Al atom is extracted from the substrate).

Correspondingly, Region II is the region in which an additional barrier for the oxidation appears owing to the non-monotonic dependence of surface energies on oxygen coverage. This situation arises if, for example, configurations with three oxygen atoms per cell are lower in energy than configurations with one oxygen atom, but clearly the surface cannot adsorb three atoms before it adsorbs one! This behavior is discussed below. The paths that the system can choose in such circumstances are \(A_0A_1C_1C_3E_3E_6H_6\) or \(A_0C_0C_1C_3E_3E_6H_6\) (Figure 6a).

If we look only at the lines representing the lowest \(\sigma\), these are \(A_0\) below the pressure \(10^{-24}\) atm, and \(H_6\) above it. Therefore, there is a range of pressures between \(p_{\text{min}}\) and \(10^{-24}\) atm, in which the substrate should already be oxidizing (see above), but this does not happen according to the calculations of surface energy. There might be two reasons for this. First, the estimate refers to the formation of bulk \(\alpha-Al_2O_3\) by oxidation of NiAl, and the thin oxide film that forms on the surface may be less stable than bulk alumina. Second, in calculations, we can consider only a limited number of configurations; there might be a configuration of lower energy than \(H_6\), which would intersect \(A_0\) at a lower pressure. The low-energy configurations for each coverage for which calculations are available \((A_0, A_1, E_3, \text{and} H_6)\) form a sequence in which configurations with progressively higher oxygen content intersect \(A_0\) at lower and lower pressure. They should tend to a vertical line in the limit of infinite oxygen excess (a thick \(Al_2O_3\) layer). Without extrapolating from the present configurations, we note that at a pressure of \(\sim 10^{-21}\) atm, the \(H_6\)
line intersects the zero axis, which signals the instability of the system to catastrophic oxidation. We interpret $\sigma < 0$ to mean that the whole system is unstable to fragmentation into oxidized surfaces.

For the Al-rich substrate (Figure 6b), the situation is similar, except the vacancy-containing configurations ($C$, $E$, and $H$) are of lower energies because they have Al in excess. As a result, the boundaries for Regions I, II, and III shift slightly to the left: $10^{-26}$ and $10^{-16}$ atm instead of $10^{-24}$ and $10^{-14}$ atm, respectively. Also, the nominal barriers for paths $A_0A_1C_1E_3E_6H_6$ and $A_0C_0C_1C_3E_3E_6H_6$ in Region II are lowered on the Al-rich side. This is the same trend we observed for transitions at fixed oxygen coverage (see above).

According to Figure 6, the experimental conditions under which the oxide film on NiAl is grown (for the initial oxygen deposition and even for the high-temperature annealing) fall into Region III for both Ni-rich and Al-rich substrate. Although the metal is already unstable with respect to oxidation (configuration $H_6$ gives a negative surface energy), surprisingly, a thin oxide film can still be produced. This is likely due to kinetic limitations: The diffusion of oxygen and/or aluminum through the compact oxide film is sufficiently slow to prevent its further growing. However, it remains unclear how to explain the following experimental observation: If the annealing temperature exceeds 1300 K, the oxide film starts to disintegrate (80). According to Figure 6, in order for the oxide film to dissolve at 1300 K, the $p_{O_2}$ must be of the order of $10^{-24}$ atm or even lower. We can only speculate that lower values than this might prevail at the oxide–metal interface if the diffusion gradient is sufficiently steep.

‘Inverted’ Surface Energy Behavior and Relation to the Oxide Growth Mode

Previously, we pointed out a surprising feature of $\sigma(p_{O_2})$ lines as the $p_{O_2}$ is raised: At the point where a configuration with oxygen excess $\Gamma_OA_x = 1$ becomes stable, i.e., crosses the clean surface line $A_0$, a configuration with $\Gamma_OA_x = 3$ is already more stable. We call this behavior inverted. Similarly, when $\Gamma_OA_x = 3$ becomes more stable than $A_0$, a $\Gamma_OA_x = 6$ configuration is already more stable. This is opposite to the picture that one would naively expect, thinking of adsorbed oxygen atoms as negatively charged ions that repel each other. Indeed, a monotonic decrease of binding energy per adatom as the coverage increases is often observed for other systems such as O/Ru(0001) and O/Rh(111) (6, 7), up to a monolayer coverage. A normal pattern would correspond to $\sigma(p_{O_2})$ plots shown on the left graph in Figure 7, in which the lines with higher oxygen content intersect the pure surface line at higher pressures. For NiAl(110), the situation is reversed, and this inverted behavior is shown on the right graph in Figure 7. Why do surface energies of oxidized NiAl show this counterintuitive trend? The answer is rather simple, but before we explain it, let us make one more observation. The lowest energy configurations for each oxygen coverage, $A_0$, $A_1$, $E_3$, and $H_6$ on the Ni-rich side, and $A_0$, $C_1$, $E_3$, and $H_6$ on the Al-rich side, both form the inverted sequence (Figure 6).
Figure 7 Schematic illustration of the normal and inverted dependence of surface energy on coverage. In this example, we show surface energies corresponding to coverages 0 ML, 1 ML, and some fractional coverage of $1/n$ ML, where $n > 1$. The normal type corresponds to $\sigma_1$ crossing $\sigma_0$ at higher oxygen partial pressure than $\sigma_1/n$; the type is inverted if this is the other way round. The normal (inverted) type is indicated by the positive (negative) sign of $\Delta \sigma$ defined by Equation (42) and has a simple geometric interpretation, as shown in the Figure.

However, by comparing only $A_1$ configurations in which no point defects are allowed (Figure 6), we see that they form a normal sequence. Hence, it is the point defects created in the substrate that invert the surface energies. Now the picture we have is thus. Because of the strong attraction between adsorbed oxygen atoms and substrate Al atoms, the adsorbate tries to re-arrange the substrate to create the local configuration that would resemble stable alumina as closely as possible. Apart from simple atomic relaxation (which is also present in configurations $A_1$), such a rearrangement requires absorption of vacancies and interchange of Al and Ni atoms. If these movements can be achieved, the more oxygen atoms that combine forces, the lower the energy of the structure they create. The gain in energy overcomes the above mentioned mutual repulsion and the disadvantage of sharing substrate atoms. In other words, if point defects are available, the oxygen atoms can work together to design the substrate that suits them best. If point defects are not available, then the ability of the adsorbed oxygens to cooperate is reduced.

There is a direct relation between inverted versus normal behavior of the surface energies and the the stability of islands versus a continuous film, illustrated in Figure 8. Consider two configurations with surface energies $\sigma_m$ and $\sigma_n$, where the subscript is an integer that measures the oxygen excess $\Gamma_O$, and $m < n$. The monolayer corresponds to $n = 1$, the double layer to $n = 2$ and so on. $\sigma_0$ denotes the energy of the pure surface. The islands in Figure 8 contain the same material as the continuous layer, but have a relative thickness $n/m$. They therefore occupy a fraction $m/n$ of the surface and the combination of exposed surface and islands...
Figure 8 Illustration of the island growth and layer-by-layer growth modes of the surface oxide.

has an effective surface energy of

$$\sigma_{\text{islands}} = \frac{m}{n} \sigma_n + \left(1 - \frac{m}{n}\right) \sigma_0.$$  \hspace{1cm} (41)

Compare this with the surface energy $\sigma_{\text{layer}}$ of the continuous layer on the right of Figure 8 and define

$$\Delta\sigma(x, T) = \sigma_{\text{islands}} - \sigma_{\text{layer}} = m \times \left\{ \frac{1}{n} \sigma_n(x, T, p_{O_2}) + \left(\frac{1}{m} - \frac{1}{n}\right) \sigma_0(x, T, p_{O_2}) - \frac{1}{m} \sigma_m(x, T, p_{O_2}) \right\}.$$  \hspace{1cm} (42)

All surface energies depend on three environmental parameters, except for $\sigma_0$, which does not depend on $p_{O_2}$. However, the dependence of $\sigma_n/n$ and $\sigma_m/m$ on $p_{O_2}$ cancels out in Equation (42). Therefore, $\Delta\sigma$ does not depend on $p_{O_2}$, which we explicitly indicate in Equation (42). Now it is easy to see that the normal (inverted) regime corresponds to positive (negative) $\Delta\sigma$: one just needs to substitute into Equation (42) the pressure at which $\sigma_m = \sigma_0$. The theory we have just presented is a discrete version of a phenomenon known in the theory of adsorption, namely that if the surface energy as a function of coverage is convex, it is favorable for the adsorbate to partition into areas or phases of unequal coverage, and conversely. Our set of inclined lines of surface energy versus $p_{O_2}$ are sampled from a much larger set of such lines, from which, in principle, a continuous curve of surface energy versus coverage could be constructed. That this curve would be convex can be seen by noting just the three lines drawn in the right hand graph of Figure 7.

Of course, there should be some additional penalty owing to the boundaries of the islands. This affects the minimum size of the islands beyond which such a phase separation lowers the surface energy. We conclude that the inverted behavior, which is demonstrated by the calculated surface energies of oxidized NiAl, should favor the oxide initially appearing as isolated islands, and not the layer-by-layer
growth mode (Figure 8). The layer-by-layer mode would, however, be energetically favored if the supply of point defects from the substrate were suppressed, such as by lowering the temperature.

The above conjectures have some experimental support, although it is probably not conclusive. Recall here that the fabrication of the oxide layer on NiAl(110) is a two-step process (see above): 1200 L of oxygen is initially deposited at about 600 K, which results in a layer of amorphous alumina (α-Al2O3) covering the whole surface. In a second step, high-temperature annealing leads to the formation of well-ordered crystalline Al2O3 on top of NiAl. During the first step, the bright diffraction spots caused by the substrate gradually disappear, and no diffraction pattern is observed by the end of the process. No oxide islands are observed at this stage (80). In the second step, holes revealing clean surface re-appear (80), as the ordered crystalline alumina is more compact than α–Al2O3. Hence, another cycle of oxidation is required to fill these holes (81). The formation of the patches of clean surface is more likely related to the crystallization of the α–Al2O3 than to the growth mode, but the driving force would be the same. Direct observation of the growth of an ordered alumina film on an otherwise clean NiAl(110) would resolve this question. Perhaps, the most relevant observation is that of McCarty (80), who initially exposed a Ni57Al43 sample to a low dose of oxygen (360 L) at 325°C, after which low-energy electron microscopy (LEEM) micrographs showed that the oxygen adsorbed uniformly. After annealing at 925°C, most of the substrate became oxide free, with relatively few oxide islands being formed at terraces and step edges. (Interestingly, some of these oxide patches were of a type different from those produced by the standard procedure, an observation similar to that in Reference (71)). Thus McCarty’s results suggest that the high-temperature, ordered Al2O3 does prefer to form islands rather than to spread itself over the surface, and that a transition between these two types of behavior should occur somewhere between 600 K and 1200 K. According to our interpretation, the transition temperature is the temperature at which diffusion mass-transport should be sufficient to supply the substrate surface with point defects, which are responsible for the inverted behavior. This complements our earlier observation drawn from Stierle’s results (71) according to which at 570 K some diffusion in stoichiometric NiAl is already in operation. Note in passing that oxide islands were also observed at the NiAl(100) surface after incomplete oxidation and subsequent annealing at 1200 K (82).

FUTURE STUDIES

Structural Model of the Al2O3/NiAl(110) Oxide Film

The atomic structure of the interface between the Al2O3 film and the NiAl(110) surface is of major interest. However, even the question as to which of the Al2O3 polymorphs corresponds to the structure of the film is still under debate (see
Another issue is the atomic structure of the NiAl substrate, including its point defects (71). A number of point defects (oxygen vacancies, for instance) are also suspected in the oxide layer (2). This is exactly the type of problem for which ab initio calculations have been helpful. To go beyond the early oxidation calculations described here, the obstacles are largely technical. The oxide film is incommensurate with the substrate, hence a large simulation cell is needed. Otherwise, additional constraints imposed by a small periodic supercell can easily change the structure of alumina and its orientation. Nevertheless, our feeling is that the power of modern computers has reached a level sufficient to tackle the problem. Taking the structural model of Jaeger et al. (24) as a guide, about 200–250 atoms of the substrate and 100 atoms of the oxide film would be a reasonable starting size for the system. We envisage a calculation in which the oxide film is of either $\gamma$- or $\kappa$-alumina type, and point defects are introduced into the two or three surface layers of the NiAl substrate. The bulk composition of Ni$_{1-x}$Al$_x$ should make its impact indirectly through the Ni and Al chemical potentials, but otherwise it need not be modeled explicitly. Given that even slight deviation from the stoichiometry in ordered alloys affects the composition of their surfaces (83, 84), one might expect the effect to show up in our case as well. In addition, there have recently appeared calculations of free surfaces of $\gamma$-Al$_2$O$_3$ (85) and $\kappa$-Al$_2$O$_3$ (86), thus a more comprehensive investigation of NiAl oxidation, or a similar study for other alloys, seems feasible if computationally demanding.

If the atomic structures of the growing oxide film, the substrate, and the interface between them have been established, an even more ambitious project would be a similar study of the boundaries formed between neighboring domains of the oxide film, in which there is much interest at present (67, 87, 88). The observed reflection and antiphase domain boundaries represent the simplest cases of crystal defects, namely special twin grain boundaries and stacking faults, which are straightforward to study in isolation but pose much more difficult problems for simulation where they meet the metal.

**Film Thickness**

The reason for the original oxide film on NiAl(110) to be exactly 5 Å thick is still a matter of speculation. It cannot be solely because the film, once formed, covers the whole surface and effectively stops the oxidation, for which two Al–O bilayers are sufficient. Indeed, on NiAl(100), the oxide film is twice as thick. It could be reasoned that there is some competition between the chemical energy gain owing to the film formation and the penalty from the elastic energy, which a strained film maintains to remain coherent with the substrate. Indeed, the lattice constants observed for the oxide film are noticeably larger than those in the bulk oxide (by 9.5% and 6.7% compared with bulk $\gamma$-alumina (24)). This might explain the dependence of the film thickness on the substrate orientation (the lattice mismatch for the NiAl(100)/$\gamma$–Al$_2$O$_3$ interface is only 3% (25)). A refinement of the elastic strain argument is the suggestion that the Madelung energy...
in thin two-dimensional films favors larger lattice constants. Thus the thickening of the film leads to an increase in the effective strain. The verification of such apparently reasonable arguments requires ab initio calculations, as the charges on the atoms at surfaces and interfaces do not correspond to their nominal ionic charges (89).

Stability of the Oxide Film

Another intriguing observation is the disappearance of the oxide film at about 1300 K. Is it because of enhanced diffusion, with the film growing so thick that it becomes too expensive to maintain the registry with the substrate, and thus pieces of the film spall? Such an effect is indeed observed during cyclic oxidation experiments. It is usually exploited to prepare a clean NiAl surface, free from impurities (a NiAl sample is heated up to 1500 K and then cooled). However, the alumina film was actually observed to gradually disappear, starting from the step edges, which hints at some sort of thermodynamic instability of the film rather than at any mechanical event (80). This is indeed puzzling because the calculations do not show any signs of the film instability at reported experimental temperature and oxygen partial pressure if static equilibrium is assumed. Resolving this paradox remains a challenge for both theoreticians and experimentalists working on the thermodynamics and kinetics of oxidation. Note in passing that the decomposition of the oxide film at sufficiently high temperature seems to be a rather general effect: It occurs at 1500 K for the Al2O3 film on NiAl(100) (90), whereas the Ga2O3 film formed on CoGa decomposes at 770 K on the (110) surface (91) and at 850 K on the (100) surface (73).

Free Energy of the Oxidized Surfaces

A significant step forward for simulations of the oxidation process would be a more explicit treatment of the finite temperature effects. Nevertheless, as mentioned above, both the effect of the vibration of substrate atoms and the configurational disorder of bulk point defects would likely be cancelled (to a large extent) if the equivalent amount of bulk material in the expression for the surface energy were subtracted (Equation 4). That is, the remaining effects should be small compared with the gas phase contribution to the free energy. Indeed, according to simple estimations Reference (33) for the RuO2 (110) surface, the vibrational contribution to the surface energy should not exceed 10 meV/Å² at temperatures up to 1000 K. Our own surface energy calculations using the quasi-harmonic approximation for Al2O3(0001) indicated a contribution rising to about 10% at 2000 K. Any more detailed study of this important issue is still lacking to our knowledge. We do expect a somewhat larger contribution in less ordered surface structures due to configurational entropy of adsorbed species at relatively low coverages, and owing to the vibration of loosely arranged surface atoms at higher coverages. For the latter, standard harmonic approaches may not be adequate, as the potential energy
surface of such configurations is rich in local minima separated by low barriers. For instance, even during the relatively short MD runs reported here, the \( A_3 \) configuration kept jumping between two closely spaced minima (53). For situations like this, the harmonic approximation fails and ab initio MD simulations (92) in combination with thermodynamic integration could be considered instead. Even if simply the entropy \( S^0 \) at some reference temperature \( T^0 \) could be reasonably estimated in such calculations, a substantial improvement of the estimated Gibbs free energy is expected by adding the linear \( (T - T^0)S^0 \) term. More generally, systematic studies of the magnitude and relative importance of various contributions to the free energy of an oxidizing substrate up to the coverage of a few monolayers would not only improve the accuracy of estimates of the relative stability of competing surface structures, but, more importantly, would provide general guidance for either neglecting or including particular contributions to the Gibbs free energy of oxidized surfaces.

Other Systems to Study

A large number of first-principles investigations of the oxidation of metallic surfaces have appeared in the past several years, confirming that this important topic is now within the reach of modern ab initio techniques. However, apart from the cited studies of the NiAl(110) surfaces (40, 53), these studies have been restricted to the oxidation of elemental crystals. As we have seen for NiAl, oxidation of multicomponent systems is a much more complex issue, the main principles of which we are just beginning to understand. It is also a rather common situation in practice. Any attempt to look at other systems would therefore be of interest, to see which of the discussed features are common, and which are peculiar to the oxidation of NiAl(110).

An immediate example would be the oxidation of the other low-index surfaces of NiAl, (100) and (111). Both surfaces can be either Ni- or Al-terminated, unlike the (110) surface, which contains half Al and half Ni sites. Hence, the composition of the bulk alloy (either Ni-rich, or Al-rich) may be even more important for such non-stoichiometric faces. A peculiar property of the oxidized NiAl(100) surface is that the structure of the thin Al\(_2\)O\(_3\) film formed is highly sensitive to temperature. It is twice as thick as the (110) surface and proceeds through several allotropic modifications with temperature before disappearing at 1500 K (90). NiAl(111) upon oxidation at 1100—1200 K forms (110) facets. The oxide film is found to be located on the (110) surfaces of these facets, whereas (111) terraces remain oxide free. Upon further annealing at higher temperatures (1500 K), the (111) surface becomes flat again (67). The ab initio approach may throw light on the mechanism behind this delicate interplay of surface energies. CoAl, FeAl, and CoGa are among other high-temperature-ordered intermetallic compounds that exhibit selective oxidation and have been extensively studied experimentally (see 67, 72 and references therein). It would be interesting to see whether the surface energies in these compounds depend on oxygen coverage in the same inverted way.
as they do for NiAl(110), and whether the transition from layer-by-layer to island growth occurs if point defects are allowed to arrive from the substrate. Characteristic temperatures used for initial oxygen deposition and subsequent annealing steps vary quite significantly from one system to another, which might be helpful in decoupling the bulk diffusion and film-ordering events.

A valuable next step toward the theory of the oxidation of ordered multicomponent crystals would be a study of binary systems in which both components form oxides at comparable rates. TiAl might be an interesting and rather rich system for such an investigation. Upon oxidation, Al₂O₃ and various Ti oxides are formed depending on the oxidation conditions and the composition of the substrate (see, e.g., 93).

CONCLUSIONS

Oxidation of NiAl is a complex process, characterized by the strong interaction of oxygen with Al and the highly ordered nature of the alloy with its characteristic point defect structure. We have described a theoretical framework within which the surface energy of an ordered, but not necessarily stoichiometric, compound can be calculated as a function of external variables defining the state of the system (environmental parameters). The parameters are the temperature, composition of the substrate, and partial pressure of oxygen, with an emphasis in particular on how the surface energy dependence on the environmental parameters can be well approximated with simple analytical expressions.

Oxidation of NiAl proceeds through the arrival and re-arrangement of point defects in the substrate, the ultimate goal of which is to expose Al atoms to oxygen at the oxide-substrate interface and to transport Ni atoms away from it. This is done by exchanging Ni and Al atoms between the surface and subsurface layers and by absorbing Ni vacancies from the bulk. Thus vacancy injection into the substrate is unlikely to occur during the initial stages of the oxidation. On the contrary, the vacancies must be consumed at the oxide-substrate interface. Vacancy injection, however, might be possible at a later stage, after a mature oxide film has been formed through which Al atoms diffuse out to form more oxide. Our oxidation scenario is thus an extended version of the one suggested by Jaeger et al. (24), namely, the initial 5 Å-thick oxide film replaces the two outermost layers of the NiAl(110), whereas Ni atoms dissolve in the bulk and are partially replaced by Al; the latter together with the Al atoms from the two surface layers combine with oxygen to form the Al₂O₃ film.

The 5 Å-thick oxide film is not in thermodynamic equilibrium under most experimental conditions but rather is a transient state in which the system is held by energy barriers. It seems that thermodynamic barriers must be overcome during film formation, in addition to the energy barriers, in order for mass transport to proceed. These thermodynamic barriers are expected to be larger for Ni-rich than for Al-rich NiAl.
Some such thermodynamic barriers are a consequence of the inverted dependence of the surface energy $\sigma$ on coverage: Under conditions where the surface with a particular coverage becomes stable, a surface with a higher coverage has an even lower energy. The opposite, normal type of behavior, is characterized by a monotonic increase in the adsorbed oxygen with $p_{O_2}$. We showed that because of the linear dependence of $\sigma$ on $\log p_{O_2}$ (the ideal gas assumption), the inverted behavior of surface energies means the convexity of the dependence of surface energy on oxygen coverage. This implies that the differential binding energy of oxygen increases with coverage. The reason lies in the strong interaction between oxygen and aluminum atoms: Increasing, locally, the concentration of oxygen atoms enables them to create a more favorable local environment of aluminum. This, in turn, favors the oxide film growing as separate islands rather than as a uniform layer. Our calculations reveal an interesting link between the dependence of $\sigma$ on coverage and the point defect mechanism of oxidation. An inverted behavior is observed as long as point defects are allowed in the immediate substrate. If, on the contrary, the immediate substrate is forced to stay perfect, then the surface energies depend on the coverage in a normal way. In other words, constraining the substrate to remain defect-free is sufficient to reduce dramatically the cooperative effect between the oxygen atoms. Whether this is a typical for selective oxidation in ordered compounds or peculiar to NiAl is not yet clear. We look forward to calculations on other systems that could clarify this point.

This picture of NiAl oxidation rationalizes a large body of experimental data. For instance, we now understand how the study of lattice point defects in the top substrate layers, on the one hand, and monitoring the oxide growth on the other hand, are looking at two sides of the same coin, namely, whether particular experimental conditions are sufficient to activate mass transport, mediated by point defects, in the bulk NiAl. This idea can be used to clarify why the established procedure to grow a thin alumina film with a well-controlled thickness is such as it is. Because no oxide islands were observed during the initial oxygen deposition at 600 K (80), we conclude that at this temperature the point defect mobility is too low to invert the dependence of surface energy on coverage, which would induce the island growth mode. This means that the type and number of point defects created at and near the substrate surface are not thermodynamically optimal. Subsequent high-temperature annealing, provided that it is long enough and/or the temperature is sufficiently high, removes this constraint. The difference in the annealing temperature might thus explain the apparent discrepancy between the similar studies (71) and (79) regarding the presence of lattice defects in the top substrate layer. The normal behavior of the surface energies is what is needed at the initial deposition stage to produce a uniform layer of adsorbed oxygen atoms that will later be converted into an ordered film. Therefore, raising the temperature at this stage is undesirable because further enhancement of the point defect mobility may induce the island growth mode. Decreasing the deposition temperature, on the other hand, would be unfavorable for a different reason. We recall here the experiment of
Isern & Castro (94), showing that during room temperature oxidation, the oxygen uptake saturates after 90 L exposure. If this is insufficient to build a 5 Å alumina film during the annealing stage, we can understand why low-temperature oxygen deposition results in a different oxide structure (71) and why the reduced dose of oxygen at 600 K leads to similar consequences (80). The reason for this early saturation of oxygen coverage may be that even the near-surface exchanges of Ni and Al necessary for further uptake of oxygen are too slow at room temperature. The existence of an optimal temperature with respect to the quality of the oxide film has been confirmed in experimental work by Lay et al. (70).

We are far from pretending to having reached an exhaustive description of the mechanism of the initial oxidation of NiAl. Surely, many points can also be elucidated by future experimental studies. However, we believe that the NiAl case study is a good illustration of how ab initio calculations, despite their limitations, can provide useful insight even into such a complex issue as the selective oxidation of ordered compounds.
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62. In calculating the ab initio curves for pn and ps shown in Figure 3, we have employed an additional thermodynamic cycle that allowed us to circumvent explicit calculations of Ni(fcc) and NiO crystals (see Reference 53 for details).
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Figure 4  The optimized atomic structure of the most characteristic configurations corresponding to 0.75 ML oxygen coverage. Oxygen atoms are shown in red, Al atoms in cyan, and Ni atoms in green. Configuration $A_3$ corresponds to the perfect NiAl(110) substrate, configuration $C_3$ contains a Ni vacancy in the top layer, $V_{Ni}^{(1)}$, configuration $G_3$ contains the exchange defect, $NiAl^{(2)} + AlNi^{(1)}$, and configuration $E_3$ contains both defects (see Table 2 for the notation). At a fixed O coverage of 0.75 ML, the oxidation begins with $A_3$ and proceeds to $E_3$ through $C_3$ and/or $G_3$. 
Figure 5  Pathways for point defect-mediated optimization of the structure of the surface oxide at NiAl(110) at fixed oxygen coverage of 1 ML starting from the defect-free substrate, configuration $A_3$, and finishing in configuration $E_3$ containing a Ni vacancy in the top layer, $V_{\text{Ni}}(1)$, and the exchange defect, $\text{Ni}_\text{Al}(2) + \text{Al}_\text{Ni}(1)$. Configurations are labeled as in Table 2. The energy changes at each single-step event are given in eV. The difference between the Ni-rich and Al-rich systems enters through the chemical potential of the components, Equations (22)–(25), taken at zero Kelvin.
Figure 6  Surface energy $\sigma$, Equation (26), of configurations $A$ (red lines), $C$ (green lines), $E$ (light blue lines), and $H$ (dark blue lines) as a function of the oxygen partial pressure $p_{O_2}$ at $T = 1273$ K: (a) assuming the bulk composition of the substrate Ni$_{0.55}$Al$_{0.45}$; (b, overleaf) assuming the bulk composition of the substrate Ni$_{0.45}$Al$_{0.55}$. The thin vertical dotted line indicates the stability limit of bulk $\alpha$–Al$_2$O$_3$ in contact with NiAl, Equation (31). Horizontal lines correspond to the $\Gamma_0A_x = 0$ family; lines corresponding to $\Gamma_0A_x = 1$, 3, and 6 are marked with the respective numbers; to convert to oxygen coverage in monolayers, these should be divided by 3. Oxidation regions: I (clean surface), II (oxidation with additional barriers), and III (down-hill oxidation) are indicated above the plot.
Figure 6 (Continued)
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